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Abstract 
 

Artificial intelligence (AI), particularly deep learning algorithms, is gaining 

extensive attention for its exceptional performance in image-recognition tasks. 

Artificial intelligence (AI) is rapidly moving from an experimental phase to an 

implementation phase in many fields, including medical and dental imaging. Major 

performance breakthroughs in its development have been possible due to the 

proportionate amalgamation of augmented computing capacity, better availability 

of vast datasets and advanced learning algorithms. They can automatically formulate 

a quantitative assessment of complex medical image characteristics and achieve an 

increased accuracy for diagnosis, with higher efficiency. AI is extensively used and 

gaining worldwide popularity in the medical imaging of the liver, ultrasonography, 

and nuclear medicine. AI can reduce physicians’ workload by assisting to make 

more accurate and reproducible imaging diagnosis. AI is slowly but steadily 

permeating in the field of Oral & Maxillofacial Radiology too. This article reviews 

a general understanding of AI methods, particularly those pertaining to image-based 

tasks in Oral & Maxillofacial Radiology. We explore how these methods could 

impact multiple facets of imaging and the impact of AI on oral radiologists. 

Keywords: Artificial Intelligence, Machine Learning, Deep Learning, Oral 

Radiologist. 

 

 

1. Introduction 

The scientific arena has witnessed innumerable 

innovations with the advent of technology for 

creating a near perfect model that can 

successfully simulate the functioning of the 

human brain. This constant search has given rise 

to what is known as artificial intelligence (AI), 

which is a highly evolved system capable of 

mimicking the functioning of the human brain. 

The term ‘artificial intelligence was first coined 

by Allan Turner in the year 19551. AI refers to 

that branch of computer science devoted to the 

development of computer algorithms, to achieve 

tasks conventionally associated with human 

intelligence, such as the capacity to learn and 

resolve problems2. Computer-based diagnosis is 

gaining momentum due to its ability to detect and 

diagnose lesions which may go unnoticed to the 

human eye, thereby paving way for a holistic 

practice. 

Over the past 2 decades, advances in medical 

imaging technology and related research have 

revolutionized the storage of medical imaging 

data to digital format. This data must be 

processed such that it can be used with AI to 

ascertain appropriateness, optimize patient 

outcomes and improve the accessibility and 

efficiency of the existing health care system. 

Being experts who employ imaging for the 

identification and management of disease 

conditions, it is crucial that radiologists not only 

provide guidance, but also actively contribute to 

the implementation of data-driven systems that 

interface with clinical workflows, thereby 

enhancing patient care. Oral and maxillofacial 

radiology is a specialty that has always been at 

the forefront of adapting new technology and has 

led dentistry into capturing newer “fields of 

view.” Whether it is for looking between teeth or 

around lesions, we can use deep learning 

algorithms to detect what the human gray scale 

cannot discern. In head-and-neck imaging 
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modalities, AI provides additional leverage 

owing to its unique ability to learn and it can be 

integrated with imaging systems such as 

magnetic resonance imaging and cone-beam 

computed tomography to identify minute 

deviations from normalcy that could have gone 

unnoticed by the human eye. They have the 

ability to make very-high resolution images with 

pixel and voxel sizes of a few microns. AI is 

helping to streamline the oral radiology workflow 

by managing patient appointments as well as data 

archival, retrieval, and reporting models. With 

the application of cleverly written programs that 

extract information from massive clusters of data 

clouds, use of these programs for diagnosis and 

treatment planning is becoming increasingly 

common. With the development of AI technology 

and its eventual integration into clinical workflow 

in near future, radiologists will need to 

familiarize the terminologies and understand its 

fundamental concepts. 

2. Artificial Intelligence (AI) 

Artificial intelligence (AI) is defined as ‘the 

capability of a machine to imitate intelligent 

human behavior to perform complex tasks, such 

as problem solving, object and word recognition, 

and decision-making3,4. In a broader sense it 

designates an array of fields and techniques. This 

includes ‘machine learning (ML)’, 

‘representation learning’ and ‘deep learning’ 

(Figure 1). 
 

a. Machine Learning 

Machine learning (ML) is that component of AI 

research that imparts knowledge and other inputs 

to computers through data and observations, 

without the need for explicit programming5. ML 

algorithms evolve as they are exposed to more 

data. Nearly all ML algorithms analyze pixel data 

of radiology examinations and ‘learn’ to give 

specific answers (whether the image is normal or 

abnormal) by evaluating a large number of 

examinations that have been hand-labeled. 

Similar to radiologists who acquire clinical 

acumen and experience by repeated evaluation of 

radiographs, AI models can ‘self-improve’ and 

‘learn with experience’ by undergoing enhanced 

training based on evaluation of extensive image 

data sets6. 

b. Representation Learning 

Representation learning is a subtype of ML in 

which there are no ‘hand-crafted’ features 

available. Instead, the computer algorithm learns 

the features required to classify the data provided. 

The quantity of training data impacts the 

competence of ML algorithms. The performance 

is greatly augmented on adding data. When 

provided with ample data, systems based on 

representation learning may have an edge over 

conventional ML systems that utilize ‘hand- 

crafted’ features1. 

c. Deep Learning 

It is that part of representation learning relying on 

multiple processing layers, to learn the 

representation of data with various levels of 

abstraction. This algorithm uses multiple layers 

to detect simple features like line, edge and 

texture to more advance and intricate shapes, 

lesions, or entire organs in a hierarchical 

configuration. Deep learning can greatly 

outperform by learning a hierarchical standard 

representation of a particular type of image from 

an extensive array of normal examinations7, 8. 

3. Neural Networks 

Neural networks are computing systems which 

are inspired by, but not identical to, biological 

neural networks that constitute animal brains. 

Such systems ‘learn’ to perform tasks by 

considering examples, generally without being 

programmed with task-specific rules. This 

involves a network of highly interconnected 

computer processors that has the ability to learn 

from past examples, analyse non-linear data, 

https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Biological_neural_network
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handle imprecise information and generalize 

enabling application of the model to independent 

data has making it a very attractive analytical tool 

in the field of medicine. Neural networks are the 

algorithms that are most commonly used for 

image analysis today2. 

4. Clinical Applications 

AI applications must tackle unmet necessities and 

improve upon existing clinical solutions in order 

to be incorporated into routine practice. 

Basically, there are 3 methods to categorize 

clinical applications of AI in radiology: clinical 

workflow, types of applications, or classes of use 

cases1. 

I. Clinical Workflow 

Clinical AI applications could be envisioned as 

diagnostic tests, incorporated into existing 

clinical pathways. In the present setting, 

radiologists conduct imaging tests in a sample 

population. For instance, when a patient requires 

a diagnostic imaging, a radiologist is the one who 

decides the image selection and other protocols. 

Alternatively, AI applications could be applied 

using various scenarios to reduce the radiologist’s 

burden. Different scenarios used in clinical work 

flow are triage, replacement and add-on which 

are based on the conceptual framework 

developed by Bossuyt, et al9. AI could be 

employed in a triage situation as a novel 

screening tool to sort examinations depending on 

the probability of disease (eg, positive or negative 

result according to AI). For example, AI 

algorithms could determine the triage of unread 

radiographs based on the likelihood of disease, as 

per the content of the images or other data 

obtained. Such applications could even decide 

which examination should be conducted first. 

AI might even substitute radiologists in certain 

scenarios, if the results are constantly precise, 

replicable, quicker and effortless to obtain. For 

example, AI software could consistently 

outperform a radiologist in bone age estimation. 

AI may be employed on a subset of patients as an 

add-on, subsequent to an existing clinical 

pathway which relies on a radiologist’s 

interpretation. The utilization of add-on tools 

may be justifiable when it can be used as a time 

saver in certain situations; for instance, when 

used in automated lesion segmentation to 

estimate total tumor volume, for prioritizing 

patients with hepatocellular carcinoma, for liver 

transplant. 

II. Types of Applications 

The applications of ML in radiology are; 

 Detection - To correctly spot an anomaly 

within an image (eg, a lung nodule) 

 Segmentation - Isolation of a structure of 

significance from the rest of the study 

(eg, delineating the margins of an organ) 

 Classification – Categorizing a particular 

lesion, identified from the image. 

III. Use Cases 

Yet another method to approach clinical 

applications is based on classes of use cases’, i.e. 

differentiating normal from abnormal. The basis 

of any radiologic interpretation would consist of 

an implied perceptual task of categorizing an 

image or a sequence of images as normal or 

abnormal performed by an expert radiologist. In 

this context, deep learning can perform better by 

learning a standard hierarchical representation of 

a specific image from multiple regular 

examinations. AI can detect minor changes in the 

images saving the observers’ time and also can 

help by retrieving previous data of the patient or 

finding similar findings in other images providing 

a list of possibilities. The ‘ACR Reporting and 

Data Systems’ (RADS) provides assessment, 

structure for Grading and categorization of 

images10. 

Radiomics is a process that extracts a large 

number of quantitative features from medical 

images. It can potentially be applied to any 

medical condition, but it is currently applied 

mostly in oncology for quantification of tumour 

phenotype and for development of decision 

support tools11. Deep learning and convolutional 

neural networks have the potential to 

automatically extract the significant features 

from images to help predict an important 

outcome. 
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5. Applications of AI In Maxillofacial 

Radiology: 

Numerous pre-clinical studies have commented 

positively on the capability of AI diagnostic 

models to precisely locate root canal orifices12, 13, 

identify vertical root fractures14 and detect 

proximal caries15. 

I. AI Applications to Localize Cephalometric 

Landmarks 

Several studies16, 17 proposed an automated 

approach based on AI techniques using different 

algorithms for the localization of cephalometric 

landmarks, to enhance the efficiency of 

orthodontic treatment planning. Quite a few 

studies reported successful outcome, in 

accordance with the standard of automatic 

landmark localization. In 2011, an AI model was 

proposed18 to automatically localize anatomic 

landmarks on CBCT images. Cephalometric 

radiographs were gradually substituted by CBCT 

images to develop models for cephalometric 

analysis. Documented literature on AI based 

models of automatic 3dimensional landmark 

annotation on CBCT images, demonstrates that 

Cephalometric analysis on CBCT images is 

considered as a more versatile approach. 

However, automatic localization performance on 

existing models is still not satisfactory19, 20. 

II. AI Applications for Detecting Bone 

Disorders 

AI for detecting low bone mineral density and 

osteoporosis is clinically relevant to implant 

dentistry. AI models to distinguish between 

normal and osteoporotic subjects using 

panoramic radiographs, based on reduction of 

mandibular cortical width and erosion of 

mandibular cortex have demonstrated 95% 

accuracy, sensitivity, and specificity. These 

promising results predict the probable 

incorporation of these models into routine clinical 

practice in the near future21, 22. 

III. AI Application to Classify / Segment 

Maxillofacial Cysts and/ or Tumors 

Of late, AI models for automated diagnosis of 

various jaw cysts and tumors are being 

researched and developed extensively. These 

models basically employ four main steps; 

a. Lesion detection 

b. Segmentation 

c. Extraction of texture features and 

d. Classification. 

At present, the initial step of ‘lesion detection’ in 

these models is still being performed manually so 

that these models can automatically perform the 

subsequent steps. The development of a fully 

automated model that can accurately diagnose 

cysts and tumors, is still in infancy stage23,24. 

IV. AI Applications to Detect Periapical and 

Periodontal Disease 

The field of periodontics has witnessed the 

development of AI models to detect and quantify 

the degree of alveolar bone loss25, 26. Mol et al27 

and Carmody et al28 proposed models to classify 

the extent of periapical lesions. The contribution 

of Flores et al29 towards clinical practice is highly 

regarded. His model, based on CBCT images can 

easily differentiate periapical cysts from 

granulomas. 

V. AI Application for Dental Caries 

Detection: 

Automated caries detection models had been 

documented (Logicon Caries Detector™ 

program, Logicon Inc., USA) for the detection 

and characterization of proximal caries30 

Numerous studies31,32,33 have outlined 

innumerable attempts to develop ideal caries 

detection models that utilize 2 dimensional 

images acquired from extracted teeth. Though the 

diagnostic efficiency of such models in pre- 

clinical studies demonstrated satisfactory results, 

its potential in real life clinical scenarios needs to 

be validated. 

VI. AI Applications for Other Diagnostic 

Purposes 

There is documented evidence that suggests that 

AI models have been developed for diverse 

applications including the detection of maxillary 

sinusitis34, classification and staging of lower 

third molar development35, and tooth types36, 

detecting root canal orifices37 etc. Othersinclude, 
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the diagnosis of vertical root fractures on CBCT 

images of endodontically treated and intact 

teeth38, forensic dental imaging using dental 

panoramic radiographs39, three dimensional 

orthodontics visualization using patient models 

and panoramic radiographs40, automatic 

segmentation of mandibular canal41 etc. This 

clearly shows that AI is being extensively 

explored and employed in various fields of 

DMFR, and hence its accuracy in clinical practice 

needs to be established soon. 

6. Limitations and Future Outlook 

For successful development and bench marking 

of AI applications in dental radiology large 

representative data sets are required. All AI 

algorithms may not be applicable for different 

clinical scenarios, image artefacts may interfere 

with the accurate interpretation, and may not 

adapt to different imaging softwares used in 

different CBCT machines. In spite of the initial 

promising performance demonstrated by various 

AI models, it still requires to confirm the 

generalizability and dependability of these 

models by using sufficient data obtained from 

newly-recruited patients or collected from other 

dental establishments. In future, it can be 

expected that we can not only witness an 

improvement in AI efficiency that parallels that 

of experts, but also one that outperforms them by 

even detecting early lesions that cannot be 

visualized by human eyes. 

7. Conclusion 

AI is gradually turning smarter, quicker, precise 

and more reliable. Repetitive tasks in all fields, 

including medical imaging would soon be 

automated. Radiologists must keep abreast with 

the changing tides and make themselves familiar 

with its terminologies and concepts in order to 

analyze new frontiers and identify the 

shortcomings and potential challenges associated 

with it. Automation cannot completely outsmart 

the image interpretation and diagnostic skills of a 

radiologist; instead can aid in alleviating the 

workload by quicker screening, prediction of 

disease risks, and enhanced radio diagnosis and 

patient care. The role of AI would be certainly of 

great value to screen patients in remote areas with 

limited access to specialists. Radiologists must 

work hand in hand with scientists and engineers 

to contribute towards research and development 

of AI. 

REFERENCES 

1. McCarthy J, Minsky ML, Rochester N, 

Shannon CE. A proposal for the Dartmouth 

summer research project on artificial 

intelligence, August31, 1955. AI Magazine 

2006; 27:12. 

2. Tang A., et al. “Canadian Association of 

Radiologists whitepaper on artificial 

intelligence in radiology”. Canadian 

Association of Radiologists Journal (2018). 

3. Wong SH, Al-Hasani H, Alam Z, Alam A. 

Artificial intelligence in radiology: how will 

we be affected? Eur Radiol 2019; 29: 141– 

3.doi: https:// doi. org/ 10. 1007/ s00330- 

018- 5644-3. 

4. Hashimoto DA, Rosman G, Rus D, Meireles 

OR. Artificial intelligence in surgery: 

promises and perils. Ann Surg 2018; 268: 

70–6. doi: https:// doi. org/ 10. 1097/ SLA. 

0000000000002693. 

5. Faggella D. What is machine learning? 

Techemergence. 2017. Available at 

https://www.techemergence.com/what-is- 

machine-learning/. 

6. Kohli M, Prevedello LM, Filice RW, Geis 

JR. Implementing machine learning in 

radiology practice and research. AJR Am J 

Roentgenol 2017; 208: 754–60. doi: https:// 

doi. org/ 10. 2214/ AJR.16. 17224 

7. Goodfellow I, Bengio Y, Courville A. Deep 

Learning. 1st ed.Cambridge, MA: MIT Press; 

2016. 

8. Bahnsen AC. Easy Solutions, Inc. Building 

AI applications using deep learning. 

Available at: 

http://blog.easysol.net/building-ai- 

applications. 

9. Bossuyt PM., et al. “Comparative accuracy: 

assessing new tests against existing 

diagnostic pathways”. BMJ 332 (2006): 

1089-1092. 

10. Alkasab TK., et al. “Creation of an open 

framework for point of care computer- 

assisted reporting and decision support tools 

for radiologists”. Journal of the American 

College of Radiologyg14 (2017):1184-1189. 

http://blog.easysol.net/building-ai-applications
https://www.techemergence.com/what-is-machine-learning/
https://www.techemergence.com/what-is-machine-learning/
https://www.techemergence.com/what-is-machine-learning/
http://blog.easysol.net/building-ai-applications


Journal of Dental & Oro-facial Research Vol. 16 Issue 01 Jan. 2020 JDOR 

37 

 

 

11. Gillies RJ, Kinahan PE, Hricak H. 

Radiomics: images are more than pictures, 

they are data. Radiology 2016; 278:563-77. 

12. Saghiri MA, Asgar K, Boukani KK, Lotfi M, 

Aghili H,Delvarani A, et al. A new approach 

for locating the minor apical foramen using 

an artificial neural network. Int Endod J 

2012; 45:257–65. doi: https:// doi. org/ 10. 

1111/ j. 1365- 2591. 2011. 01970.x 

13. Saghiri MA, Garcia-Godoy F, Gutmann JL, 

Lotfi M, Asgar K.The reliability of artificial 

neural network in locating minor apical 

foramen: a cadaver study. J Endod 2012; 38: 

1130–4. doi: https://doi. org/ 10. 1016/ j. 

joen. 2012. 05. 004 

14. Johari M, Esmaeili F, Andalib A, Garjani S, 

Saberkari H. Detection of vertical root 

fractures in intact and endodontically treated 

premolar teeth by designing a probabilistic 

neural network: an ex vivo study. 

Dentomaxillofac Radiol 2017; 46: 20160107. 

doi: https:// doi. org/ 10. 1259/ dmfr. 

20160107 

15. Devito KL, de Souza Barbosa F, Felippe 

Filho WN. An artificial multilayer perceptron 

neural network for diagnosis of proximal 

dental caries. Oral Surg Oral Med Oral Pathol 

Oral Radiol Endod2008; 106: 879–84. doi: 

https:// doi. org/ 10. 1016/ j. tripleo. 2008. 

03.002 

16. Lindner C, Wang CW, Huang CT, Li CH, 

Chang SW, Cootes TF.Fully automatic 

system for accurate localisation and analysis 

of cephalometric landmarks in lateral 

Cephalograms. Sci Rep 2016;20: 33581. 

17. Shahidi S, Oshagh M, Gozin F, Salehi P, 

Danaei SM. Accuracy of computerized 

automatic identification of cephalometric 

landmarks by a designed software. 

Dentomaxillofac Radiol 2013; 42:20110187. 

doi: https:// doi. org/ 10. 1259/ dmfr. 

20110187 

18. Cheng E, Chen J, Yang J, Deng H, Wu Y, 

Megalooikonomou V,et al. Automatic Dent- 

landmark detection in 3-D CBCT dental 

volumes. Conf Proc IEEE Eng Med Biol Soc 

2011; 2011: 6204–7.doi: https:// doi. org/ 10. 

1109/ IEMBS. 2011. 6091532 

19. Montufar J, Romero M, Scougall-Vilchis RJ, 

Scougall V RJ.Hybrid approach for 

automatic cephalometric landmark 

annotation on cone-beam computed 

tomography volumes. Am J Orthod 

Dentofacial Orthop 2018; 154: 140–50.doi: 

https:// doi. org/ 10.1016/ j. ajodo. 2017. 08. 

028 

20. Neelapu BC, Kharbanda OP, Sardana V, 

Gupta A, Vasamsetti S,Balachandran R, et al. 

Automatic localization of three-dimensional 

cephalometric landmarks on CBCT images 

by extracting symmetry features of the skull. 

Dentomaxillofac Radiol 2018; 47: 20170054. 

doi: https:// doi. org/ 10. 1259/ dmfr. 

20170054 

21. Taguchi A, Tsuda M, Ohtsuka M, Kodama I, 

Sanada M,Nakamoto T, et al. Use of dental 

panoramic radiographs in identifying 

younger postmenopausal women with 

osteoporosis. OsteoporosInt 2006; 17: 387– 

94. doi: https:// doi. org/ 10. 1007/ s00198- 

005- 2029-7 

22. Vlasiadis KZ, Damilakis J, Velegrakis GA, 

Skouteris CA, Fragouli I, Goumenou A, et al. 

Relationship between BMD,dental 

panoramic radiographic findings and 

biochemical markers of bone turnover in 

diagnosis of osteoporosis. Maturitas2008; 59: 

226–33. doi: https:// doi. org/ 10. 1016/ j. 

maturitas.2008. 01. 006 

23. Abdolali F, Zoroofi RA, Otake Y, Sato Y. 

Automatic segmentation of maxillofacial 

cysts in cone beam CT images. Comput 

BiolMed 2016; 72: 108–19. doi: https:// doi. 

org/ 10. 1016/ j. compbiomed.2016. 03. 014 

24. Rana M, Modrow D, Keuchel J, Chui C, Rana 

M, Wagner M,et al. Development and 

evaluation of an automatic tumor 

segmentation tool: a comparison between 

automatic, semi-automatic and manual 

segmentation of mandibular odontogenic 

cysts and tumors. J Craniomaxillofac Surg 

2015; 43: 355–9. doi: https:// doi. 

25. Lin PL, Huang PW, Huang PY, Hsu HC. 

Alveolar bone-loss, area localization in 

periodontitis radiographs based on threshold 

segmentation with a hybrid feature fused of 

intensity and the H-value of fractional 

Brownian motion model. Comput Methods 

Programs Biomed 2015; 121: 117–26. doi: 



Journal of Dental & Oro-facial Research Vol. 16 Issue 01 Jan. 2020 JDOR 

38 

 

 

https:// doi. org/ 10. 1016/j. cmpb. 2015. 05. 

004 

26. Lin PL, Huang PY, Huang PW. Automatic 

methods for alveolar bone loss degree 

measurement in periodontitis periapical 

radiographs. Comput Methods Programs 

Biomed 2017; 148: 1–11. doi:https:// doi. 

org/ 10. 1016/ j. cmpb. 2017. 06. 012 

27. Mol A, van der Stelt PF. Application of 

computer-aided image interpretation to the 

diagnosis of periapical bone lesions. 

DentomaxillofacRadiol 1992; 21: 190–4. doi: 

https:// doi. org/ 10. 1259/dmfr. 21. 4. 

1299632 

28. Carmody DP, McGrath SP, Dunn SM, van 

der Stelt PF,Schouten E. Machine 

classification of dental images with visual 

search. Acad Radiol 2001; 8: 1239–46. doi: 

https:// doi. org/ 10.1016/ S1076- 6332(03) 

80706-7 

29. Flores A, Rysavy S, Enciso R, Okada K. 

Non-Invasive differential diagnosis of dental 

periapical lesions in cone-beam CT. IEEE 

International Symposium on Biomedical 

Imaging 2009; 566–99. 

30. Wenzel A. “Computer-automated caries 

detection in digital bitewings: consistency of 

a program and its influence on observer 

agreement”. Caries Research 35.1 (2001): 

12-20. 

31. Devito KL, de Souza Barbosa F, Felippe 

Filho WN. An artificial multilayer perceptron 

neural network for diagnosis of proximal 

dental caries. Oral Surg Oral Med Oral Pathol 

Oral Radiol Endod2008; 106: 879–84. doi: 

https:// doi. org/ 10. 1016/ j. tripleo. 2008. 

03.002 

32. Gakenheimer DC. The efficacy of a 

computerized caries detector in intraoral 

digital radiography. J Am Dent Assoc 2002; 

133: 883–90. doi: https:// doi. org/ 10. 14219/ 

jada. archive. 2002. 0303. 

33. Wenzel A, Hintze H, Kold LM, Kold S. 

Accuracy of computer-automated caries 

detection in digital radiographs compared 

with human observers. Eur J Oral Sci 2002; 

110: 199–203. doi:https:// doi. org/ 10. 1034/ 

j. 1600- 0447. 2002. 21245.x 

34. Ohashi Y, Ariji Y, Katsumata A, Fujita H, 

Nakayama M,Fukuda M, et al. Utilization of 

computer-aided detection system in 

diagnosing unilateral maxillary sinusitis on 

panoramic radiographs.Dentomaxillofac 

Radiol 2016; 45: 20150419. doi: https://doi. 

org/ 10. 1259/ dmfr. 20150419 

35. De Tobel J, Radesh P, Vandermeulen D, 

Thevissen PW. An automated technique to 

stage lower third molar development on 

panoramic radiographs for age estimation: a 

pilot study. J Forensic Odontostomatol 2017; 

2: 42–54. 

36. Tuzoff DV, Tuzova LN, Bornstein MM, 

Krasnov AS, Kharchenko MA, Nikolenko SI, 

et al.;in press Tooth detection and numbering 

in panoramic radiographs using convolution 

al neural networks. Dentomaxillofac Radiol 

2019; 48: 20180051. doi:https:// doi. org/ 10. 

1259/ dmfr. 20180051 

37. Benyo B. Identification of dental root canals 

and their medial line from micro-CT and 

cone-beam CT records. Biomed Eng 

Online2012; 11: 81. doi: https:// doi. org/ 10. 

1186/ 1475- 925X- 11- 81. 

38. Johari M., et al. “Detection of vertical root 

fractures in intact and endodontically treated 

premolar teeth by designing a probabilistic 

neural network: an ex vivo study”. 

DentomaxillofacialRadiology 46 (2017): 

20160107. 

39. Al-Mashhadani TS., et al. “Personal 

identification system using dental panoramic 

radiograph based on metaheuristic 

algorithm”. International Journal of 

Computer Science and Information Security 

(IJCSIS) 14 (2016): 344-350. 

40. Zhang H., et al. “3-Dimensional orthodontics 

visualization system with dental study 

models and orthopantomograms”. In Third 

International Conference on Experimental 

Mechanics and Third Conference of the 

Asian Committee on Experimental 

Mechanics 5852 (2005): 768-788). 

41. Gerlach NL., et al. “Evaluation of the 

potential of automatic segmentation of the 

mandibular canal using cone-beam computed 

tomography”. British Journal of Oral and 

Maxillofacial Surgery52.9 (2014): 838-844. 


